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A CompCert Backend with Symbolic Encryption

PAOLO TORRINI, INRIA, Grenoble, France
SYLVAIN BOULMÉ, Verimag, Grenoble, France

Binary encryption can be used to strengthen a verified compilation toolchain, in order to protect executable code from malware attacks. We present IntrinSec, a C backend that extends RISC-V with binary encryption and our work on its formalization and verification as a CompCert backend.

Attacks against computer systems can take advantage of software vulnerabilities such as buffer overflows in order to inject malicious code or divert control-flow. Protection against them typically involves ensuring integrity of executable code and stack data. Integrity can then be used to ensure higher-level properties of system behaviour, such as those represented by the control-flow directed graph (CFG) and non-interference. Various techniques have been introduced to ensure integrity, including mitigation tools, type-safe languages, the enforcement of CFG-based control-flow integrity [1] and encryption.

Binary code encryption can be used to safe-guard code and data integrity. Unlike other approaches, it generally requires the deployment of specialized hardware to execute the encrypted code. In [2, 4], integrity of C program execution by authenticated encryption of instructions is ensured by compilers that have been co-developed with RISC processors (the latter used as prototype for proprietary CEA hardware developed within the NanoTrust project). The encryption of binary programs is carried out at compile-time by the trusted compiler. Their decryption is achieved on the fly, at runtime, by the processor itself. The processor supports single-instruction decryption (it executes cyphertext by decrypting each instruction just before executing it).

1 INTRINSEC

The IntrinSec assembly, following the design of [4], extends RISC-V 32bits with additional registers and instructions, for control-flow monitoring (CFM), which appear in blue on Fig. 1. The compiler translates source code to encrypted binary code (EBC) after linking, producing cyphertext which is executable relying on single-instruction decryption. Encryption is based on stream cyphers (finite automated models) which are masks) [2]. The assembly code is instrumented at compile-time in order to update the CFM tokens accordingly to control-flow branch. A higher level of protection can be achieved by adding encryption of the whole program, associated with a stronger secret key, and by introducing data encryption, though these aspects will not be further discussed here.

Verified compilation ensures source-level behaviour preservation, i.e. that the target assembly code always behaves compatibly with the source code semantics. The CompCert C compiler [3] formally developed and verified in Coq is based on a chain of verified compilation passes between intermediate languages down to Asm. Each

```c
int fact(int n){
  if (n <= 1) return 1;
  return n*fact(n-1);
}
```

```asm
fact:            .L100:
  addi x31, x0, 1
  ecr.lui emb,%hi(.L100)
  addi ra0, x8, 1
  ecr.addi emb,%lo(.L100)
  jr ra

ecr.enter

mv x30, sp    addi ra0, x8, -1
  ecr.lui emb,%hi(fact)
  addi ra0, x0, 1

sw x30, 0(sp) ecr.addi emb,%lo(fact)
  ecr.lw emb, 8(sp)

sw x8, 12(sp) addi sp, sp, -16
  ecr.enter

mv x8, ra0    lw x8, 12(sp)
  ecr.lui emb,%hi(.L100)
  lw ra, 4(sp)

ecr.addi emb,%lo(.L100)
  sw x31, x8, 1

addi ra, sp, 1, 16
  blt x31, x8, .L100
```

Fig. 1. IntrinSec assembly produced by our version of CompCert

language is characterized in terms of executable semantics, and they all share a memory model which ensures separation between mutable data and code associated with functions. At the assembly level, a function is associated with a block and each instruction in the block with an offset. CompCert can target different assembly backends including RISC-V [5].

Here we discuss the formalization and verification of the IntrinSec CompCert 3.8 backend [1]. In order to deal with cryptographic tokens, we extend the RISC-V formal model with the specific instructions and registers, and we extend the memory state with a correspondingly modified notion of stack frame. This instrumented version of CompCert RISC-V constitutes the executable model of the IntrinSec backend. As CompCert verified compilation stops at the assembly code, the formal verification of our compiler can only consider an abstract model. We extend the IntrinSec executable model with an axiomatic model of link-time encryption and run-time decryption, basically corresponding to a symbolic encryption model of stream cyphers in Coq. Encryption is represented as a function that depends on a cryptographic block and an offset, returning the CFM mask of the corresponding instruction.

Our basic encryption model assumes that each function block, hence each function, is associated with a stream cypher. The first instruction in the block is associated with the initial mask of the stream (entry mask generated by the `ecr.enter` directive in the concrete assembly). Further instructions in the code are then sequentially associated with further masks in the stream. In order to decrypt an instruction, the processor needs to be given the correct mask: an incorrect mask is considered as the result of a control-flow
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attack, and the execution aborts. The processor fetches this mask
dedicated mask registers: MSK_CNT (for the mask associated
with the next instruction address, given by the program counter
PC), emb —called MSK_RTN in our Coq model—(for the mask associated
with the return address, given by RA), and emb —called MSK_BRN in
Coq—for the mask associated to the next branching address). On
each non-branching instruction, MSK_CNT is implicitly updated (with
the symbolic encryption). For jumps, the correct mask (stored in
the memory at conventional locations for indirect jumps) must
be loaded by the program to emb by means of the special "ecr." instructions (see Fig. 1).

Asm programs in CompCert are obtained from a chain of inter-
mediate languages inclusive of Mach and Linear [3]. This makes it
possible to take advantage of the Mach semantics in the verification
of control-flow properties, in particular with respect to function entry points. A minor revision of the semantics preservation proof
between Mach and Linear is needed in connection with stackframe
operations. A more significant revision is needed for the semantics
preservation proof from Mach to Asm. The verification invariant
needed for IntrinSec strengthens RISC-V source-level behaviour
preservation with a symbolic encryption invariant, ensuring that an
instruction can be executed only if the mask which becomes avail-
able for its decryption matches the one that has been used to encrypt
it (expressed as a relation between PC and MSK_CNT). The proof con-
sists in a refactoring of the analogous one for Mach and RISC-V, and
it involves a significant revision of the notion of straightline code,
which is essentially meant to capture code without jumps.

From the point of view of symbolic encryption, under the assumption
that masks cannot be guessed and encryption cannot be broken,
our model can guarantee code integrity, i.e. the fact that it is not
possible to make the processor execute assembly code that has been
altered or introduced by the attacker. This protection extends at
least partially to control flow, especially with respect to function
calls (i.e. the forward edges in the CFG). In the case of direct jumps,
the destination address is protected by mask encryption. In the case
of indirect jumps, the mask to decrypt the address is associated to
the function entry point. This is safe, under the assumption that the
conventional location at which the mask is stored cannot be
guessed. Moreover, under the assumption that the mask increment
function cannot be guessed, this suffices to guarantee that jumping
into the middle of a function is not possible. Concerning the return
addresses (i.e. the backward edges in the CFG), the problem is more
delicate as both the return address and the associated return mask
are stored as data on the stack. Therefore, in order to protect the
backward edges, data encryption is needed.

2 RESETTING CRYPTO-BLOCKS

The basic version of IntrinSec assumes that cryptographic blocks
coincide with function blocks. This means that each stream cypher
has at least the same size of the block it is associated with. However,
this is a rather artificial constraint and may be undesirable when
function blocks are very large. It seems then appropriate to introduce
an independent notion of cryptographic block. Operationally, this
can be done by using a special label to mark the start of a new block,
and a reset instruction to initialize the stream cypher. Although
the semantics of reset seems easy, this instruction complicates the
refactoring of the proofs, as the encryption function comes to depend
on the whole function code (labels may trigger a reset), and this
makes the definition of the encryption invariant more complex.

The CompCert inductive definition of “straightline code” is seman-
tic (i.e. bounding the PC shift between two sequential instructions).
This definition does not depend on any instruction set, and there-
fore can be used for different backends. In general, this notion is
slightly different from a syntactical one which could be obtained by
checking for jump instructions in the function code (a jump which
advances the counter by one does not break the semantic definition).
In IntrinSec, however, this notion has to be modified, as we need
to keep into account the MSK_CNT update. With the reset instruction,
this complicates refactoring. Thus, we switched to a syntactic notion
of straightline code, excluding jump and reset.

3 PSEUDO-ASM

In order to mitigate the refactoring problem which may arise when
we enrich the Asm back-end (as the reset example shows), we want
to split two main aspects that are dealt with in the translation from
Mach to Asm. One is the shift from the structural character of
the stack representation in Mach to the memory-embedded one of
Asm. The other one is the shift from the Mach instruction set to
the Asm one. We then introduce an intermediate language, which
we call PseudoAsm, that has the same instruction set as Mach but
has PC and RA registers and a memory-embedded stack similar to
the Asm one. Not only can we factor the translation from Mach
to Asm into two distinct ones, one from Mach to PseudoAsm and
the other one from PseudoAsm to Asm. We can also define an
inverse translation from PseudoAsm to Mach, under a state match
relation that restricts Mach states to those with a stack that can be
faithfully embedded in memory. An analogous restriction can be
introduced in the translations from Linear to Mach, and from Mach
to PseudoAsm. The advantage of this approach (currently work in
progress) is not only to achieve better modularity, but also to make
it possible to express security properties which can be preserved
down to PseudoAsm, thus localizing their possible break-down to
the shift from the Mach instruction set to the Asm one.
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A Formalization of the Proof of Correctness of a Number-Theoretic Transform in the Context of the Hakyber Cryptographic Primitive
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Context
Kyber[4] is a key-encapsulation mechanism (KEM) based on the hardness of the Module-LWE problem. It is part of the package CRYSTALS, submitted to the NIST Post-Quantum Cryptography project, and is currently a round 3 finalist in its category.

A formally verified implementation of Kyber, called Hakyber, is currently in development. Hakyber is written in Jasmin[1], and formally verified in EasyCrypt[3].

EasyCrypt has already been used to prove the correctness of an implementation of ChaCha20-Poly1305[2] in Jasmin. This proof consists in first proving the correctness of a reference implementation of Poly1305, and then by game-hopping: proving the equivalence between gradually more optimized implementations.

Hakyber
Hakyber works over the base ring $R_q = \mathbb{Z}_{3329}[X]/(X^{256} + 1)$. Elements of this ring are represented as arrays containing the Montgomery representation of their coefficients, stored in reversed bit order.

The multiplication is implemented using a variant of the number-theoretic transform (NTT). This implementation contains several optimizations rendered possible by the representation of $R_q$. Notably the final value of one of the loop indexes is reused outside of the loop body.

The correctness of the implementation of the NTT in Hakyber is thus an important part of the correction proof included in Hakyber. Hakyber also is formally proven in EasyCrypt to be IND-CPA and IND-CCA2 secure.

Contributions
We showed the correctness of the NTT implementation in EasyCrypt using game-hopping, notably by proving the equivalence of an naive implementation with another working on the reverse bit order, and between the most optimized version, and one less optimized that does not reuse the loop indexes outside their associated loops.

The proof we produced involves more complex mathematical objects than the proof of correctness of Poly1305, namely quotients of polynomials over a finite field. It shows an optimized NTT implementation corresponds to the NTT in $R_q$, and that the multiplication in $R_q$ can be defined using the NTT by the formula: $\text{NTT}^{-1}(\text{NTT}(f) \circ \text{NTT}(g)) = f \times g$.

We also added to the EasyCrypt standard library relevant lemmas to reason about reverse bit order. We also added lemmas to reason about particular forms of while loops commonly used, namely for loops, where the integer variables used in the while condition are only changed by the end of the loop body, by adding, multiplying or dividing by a constant. These lemmas allow reasoning easily about these special cases in EasyCrypt’s HL, pHL and pRHL logics.

We also started to extend EasyCrypt with type classes, which would allow to more easily manipulate complex mathematical objects in EasyCrypt in other proofs.

References


Information flow is a class of security properties that characterizes the way information flows between different entities of a system. Opacity is one of these properties that offers a general framework allowing to specify a wide range of security properties and it characterizes the ability of a system to keep a secret information hidden from an attacker.

Considering a predicate on the system behavior, this predicate is said to be **opaque** if for every behavior satisfying the considered predicate, there is (at least) another behavior, not satisfying the predicate and that both of them are indistinguishable by the attacker.

Enforcing the opacity property has been studied within the framework of Supervisory Control Theory (SCT). The objective is to synthesize a supervisor that restricts the behavior of the system by disabling events that lead to secret divulgation and hence, opacity leakage. A key concept in Supervisory Control is **permissiveness**. Indeed, a supervisor has to enable the maximal number of events and is hence called the maximal supervisor.

We assume that we have a Discrete Event System G, that is partially observed by an attacker. Our work investigates the problem of enforcing the opacity of G from the Supervisory Control perspective. We suggest a novel methodology to synthesize a **maximal supervisor** that restricts the behavior of the considered system in the general case without any hypothesis on the relationship between the attacker and the supervisor’s observations. Moreover, the presented approach has been implemented in C/C++ providing a simple framework to verify and enforce the opacity property.

Verifying the opacity of a system requires exploring its state space which leads to the combinatorial explosion. Instead of exploring all the states of a system, we regroup them into groups of states called "aggregates" and are encoded using Binary Decision Diagram techniques. The obtained graph is called Symbolic Observation Graph (SOG) and has been used to verify the opacity of Discrete Event Systems. The SOG is built based on the observation of both the attacker and the supervisor. The supervisor is then computed on-the-fly during the construction of this graph.

In our work, we propose an algorithm based on an on-the-fly construction of a new version of the SOG called Hyper Symbolic Observation Graph (HSOG, see Figure 1) where **nodes** (super aggregates, represented by red rectangles in Fig. 1) are sets of aggregates (not single states), **actions** (linking two aggregates) are observed by the supervisor only and **arcs** (linking two super aggregates e.g. the event \{a\} in Fig. 1) are labeled with actions observed by the attacker. This graph allows us to represent the state space in a condensed manner which alleviates the explosion state problem.

![Figure 1](image-url)
A comprehensive security analysis of the Belenios protocol
and more

Alexandre Debant

Université de Lorraine, LORIA, INRIA, CNRS, Nancy, France

Abstract

This work presents the results of a comprehensive security analysis of the e-voting protocol Belenios including verifiability and vote secrecy. In particular, it presents an unknown attack against vote secrecy when considering scenarios with multiple elections. In addition, it introduces a new and more practical fix to an already known attack against verifiability. Finally, it presents ongoing works about improving Belenios to ensure cast-as-intended and how this property can be proved using an existing verification tool such as ProVerif.

1 Context

Electronic voting protocols aim to achieve similar security guarantees than traditional, on-site, paper-based voting. Namely, the two main security objectives are ballot privacy (no one knows my vote) and verifiability (a voter can check that her vote has been counted, possible assisted by auditors). As for security protocols in general, designing protocols that are correct is difficult and many flaws are detected a posteriori. Due to the criticity of e-voting, the state-of-the-art practice consists in rigorously proving security. Actually, in Switzerland, this is even a legal requirement for e-voting: "a cryptographic and a symbolic proof must be provided" before a deployment.

2 Contributions

In this work, we present a security analysis of the Belenios protocol which claims to satisfy both vote secrecy and verifiability. Our contributions are as follows:

• first we conducted a security analysis with the will to model the most realistic scenarios possible. In particular, we decided to consider scenarios with multiple elections run in parallel or in sequence. We discovered a serious vote secrecy attack which allows an attacker to learn the vote of any targeted voter. The attack was possible because an attacker was able to replay a ballot from an election to another. We proposed and proved correct a fix which has already been implemented.

• second, we developed a comprehensive analysis of the verifiability property. In particular, we studied the security of the protocol depending on the assumptions that apply to the voters: the voter verifies her vote at the end of the election (which is not realistic...), or the voter verifies her vote just after having sent it (more realistic). In this last scenario, Belenios fails to ensure verifiability. We thus proposed a fix that could be implemented in practice based on the use counters. To prove its correctness we took advantage of the new version 2.3 of ProVerif which natively supports natural numbers.

*These works have been conducted in collaboration with Véronique Cortier
https://www.belenios.org/
3 Ongoing works

After having formally and comprehensively studied the security of Belenios, we are now working on how Belenios can be improved to remove the trust assumption on the voting device, i.e. the device used by the voter to create her electronic ballot. More precisely, we want to extend the Belenios protocol to ensure cast-as-intended, i.e. ensure that a voter can be convinced that her ballot actually contains her intended vote. In other words, the (possibly corrupted) voter’s device should not be able to modify voter’s vote when creating the electronic ballot.

The solution we investigate relies on random audits performed by the voter. More precisely, the device must create three ciphertexts: \( c = \{v\}_{pk}, c_1 = \{x\}_{pk} \), and \( c_2 = \{v + x\}_{pk} \) where \( v \) is the vote of the voter and \( x \) is a random number chosen by the voter, and a proof \( \pi \) ensuring that the plaintext of \( c_2 \) is equal to the sum of the plaintexts of \( c \) and \( c_1 \). Once these four elements are received by the server, the voter is requested to choose \( b \in \{1, 2\} \) and the device must open the corresponding ciphertext \( c_b \). Since the device does not know which ciphertext will be audited in advance it cannot cheat on their values and thus on the value of the plaintext of \( c \). More precisely, a device may cheat but it will be detected with probability \( 1/2 \).

Unfortunately, existing verification tools such as ProVerif or Taramin cannot verify such probabilistic properties. We are thus developing techniques to get rid of these probabilities by proving sufficient non-probabilistic conditions which allow us to conclude that the property holds with probability \( 1/2 \).
Analyse de contre-mesures dans le cadre d'attaques multiples
Etienne Boespflug
VERIMAG
University of Grenoble Alpes (UGA)
Grenoble, France

La sécurité des composants sensibles tels que les cartes à puce est une problématique majeure de nos jours. Les attaquants actifs nécessitent de raisonner à propos de modèles d'attaquants puissants capables de manipuler l'exécution et l'environnement du programme.


De nombreuses contre-mesures logicielles ont été proposées afin de détecter ou de corriger les fautes. Ces contre-mesures peuvent prendre des formes variées, et cette présentation s'intéresse aux contre-mesures basées sur les tests (test-based countermeasures) qui sont composées de portions de code appelées détecteurs visant à vérifier l'état du programme à des points précis afin de détecter, et éventuellement de corriger, une attaque.

Dans le cadre d’attaques multiples, une première attaque peut neutraliser une contre-mesure pour permettre à une seconde attaque d’atteindre son objectif. Cela implique que les détecteurs peuvent être contournés. Dans ce contexte, la combinaison des chemins d’attaque croît rapidement et il devient d’autant plus nécessaire de disposer d’outils et de méthodes automatiques pour évaluer la robustesse d’un programme et de ses contre-mesures, à la fois lors des processus de conception et d’évaluation d’un programme.


La méthodologie, présentée à [BEPM20] prend en entrée un ensemble de traces d’exécution d’un programme contenant des détecteurs et un modèle d’attaquant et l’objectif d’attaque. Celle-ci s’articule en trois étapes:

- Classification des détecteurs (nécessaire, répétitif, inactif).
- Sélection des détecteurs en déterminant les ensembles de détecteurs minimaux sans introduire de nouvelles attaques.
- Génération du programme P’ protégé.

La figure 1 décrit les résultats de notre méthode pour différents programmes d’exemples issus de la collection FISSC [DPP+16]: verifypin (VP), firmware updater (FU), l’algorithme AES et l’exemple GetChallenge (GC). Trois contre-mesures sont étudiées: duplication de tests (TD), SecSwift CF (SSCF) [dF19] et LBH [LHB14]. La première colonne indique le programme protégé considéré et la seconde correspond au nombre total de détecteurs présents dans ce programme. Les colonnes suivantes indiquent le nombre de détecteurs retiré par notre approche pour chaque limite d’attaque (fautes).

Table 1: Taux de détección retiré pour chaque programme

<table>
<thead>
<tr>
<th>Program</th>
<th>Total de détección</th>
<th>1 faute</th>
<th>2 fautes</th>
<th>3 fautes</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP + TD</td>
<td>11</td>
<td>72%</td>
<td>63%</td>
<td>18%</td>
</tr>
<tr>
<td>VP + SSCF</td>
<td>13</td>
<td>92%</td>
<td>76%</td>
<td>23%</td>
</tr>
<tr>
<td>VP + LBH</td>
<td>31</td>
<td>93%</td>
<td>93%</td>
<td>32%</td>
</tr>
<tr>
<td>FU + TD</td>
<td>14</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>FU + SSCF</td>
<td>24</td>
<td>12%</td>
<td>12%</td>
<td>8%</td>
</tr>
<tr>
<td>GC + TD</td>
<td>39</td>
<td>37%</td>
<td>34%</td>
<td>34%</td>
</tr>
<tr>
<td>GC + SSCF</td>
<td>38</td>
<td>57%</td>
<td>28%</td>
<td>28%</td>
</tr>
<tr>
<td>AES C + TD</td>
<td>8</td>
<td>50%</td>
<td>50%</td>
<td>0%</td>
</tr>
<tr>
<td>AES C + SSCF</td>
<td>13</td>
<td>76%</td>
<td>61%</td>
<td>38%</td>
</tr>
</tbody>
</table>
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Assessing bug replicability for more security-minded bug finding

Guillaume Girol

Most problems in software verification are encoded as reachability queries of some undesired condition, for example a bug. We then have the guarantee that there is at least one program input triggering every reported bug. However, this tells us little of their security impact. Notably, can this bug be triggered by an attacker, or does it only happen in unreproducible initial conditions?

To be able to distinguish these cases, we introduce a new property called robust reachability [2] which refines the standard notion of reachability in order to take replicability into account. A bug is robustly reachable if a controlled input can make it so the bug is reached whatever the value of uncontrolled input. Robust reachability is better suited than standard reachability in many realistic situations related to security (e.g., criticality assessment or bug prioritization) or software engineering (e.g., replicable test suites and flakiness). We propose a formal treatment of the concept, and we revisit existing symbolic bug finding methods through this new lens. Remarkably, robust reachability allows differentiating bounded model checking from symbolic execution while they have the same deductive power in the standard case. Furthermore, we propose the first symbolic verifier dedicated to robust reachability: we use it for criticality assessment of 5 existing vulnerabilities, and compare it with standard symbolic execution.

The main short-coming of robust reachability is that it dismisses reports which can only be replicated 99% of the time, rather than 100%. We present preliminary results towards a more quantitative approach, putting a formal definition behind this value of 99%. Computing it looks similar but is distinct from standard model counting. We developed new algorithms inspired by d-DNNF-based model counters [1] to solve this new problem. This yields promising results for a form of security-minded bug triage.
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The verification of cryptographic schemes - from the protocol level down to the correct implementation of the cryptographic primitives - is a challenging task. This has led to the development of a number of verification tools for cryptographic properties. These tools differ significantly as it comes to the properties they can express and reason about as well as the level of automation they provide. For instance, the CryptoVerif (CV) tool is primarily suited for verification at the protocol level and provides a high degree of automation. Easy-Crypt (EC) on the other hand provides the expressive power to do verification at the protocol level and also reason about the correctness of cryptographic primitives. This comes at the cost of making things explicit that are implicit in CV and providing less automation.

We have developed a translation from CV to EC that allows cryptographic assumptions that cannot be proved in CV to be translated to EC and proved there. In fact, part of the high degree of automation in CV relies on stating cryptographic assumptions in a non-standard form that allows the system to easily use them. In a similar way, the declaration of distributions in CV is very abstract, so notions like statistical distance can be stated (assumed) but can not be proved. By translating these assumptions to EC, we can reduce these non-standard assumptions to statements that more closely match what one would find in a paper proof.

More concretely, games in CV are simply collections of oracles, with the adversary and the part of the game that calls the adversary left implicit. As a consequence, CV cannot express any relationship between games where the signatures of the oracles (including the number of allowed calls) are different, making hybrid arguments almost impossible. In EC, adversaries and the outer part of the game are made explicit, allowing arbitrary reduction proofs.

As an example, consider a game that provides oracle access to an encryption oracle that can be queried \( N \) times.

```plaintext
foreach i <= N do r <- R encseed;
Oenc(m:plaintext) := return(enc(m, k, r))
```

and provides \( N \) (indexed) copies of the single-call encryption oracle \( Oenc \). In EC, this would typically be represented as a procedure (in some module)

```plaintext
proc enc (m:plaintext) = { ...
    r <$> encseed; return enc(m, k, r); }
```

that can be called multiple times.

The main difficulties when translating from CV to EC are (a) that CV implicitly logs all variable assignments (e.g., the CV code above introduces an implicit array \( r \) of length \( N \) storing all encryption seeds) and (b) that the semantics of CV allows the adversary to trigger the sampling of \( r \) without calling \( Oenc \) at the same time. Both of these are solved by turning the replication index (e.g., \( i \)) into an argument to the procedure, maintaining maps that store all the necessary values, and providing all randomness through random oracles that become parameters of the game in EC. Thus, the initial example from CV is translated to EC roughly as follows, where \( Oencseed.get \) is a random oracle:

```plaintext
proc enc (i: int, m:plaintext) = { ...
    if (1 <= i <= N) {
        m_enc.[i] <- m; r <$> Oencseed.get(i);
        c.[i] <- enc(m, k, r); return c.[i]; }
```

To demonstrate the usefulness of the approach, we are working on a number of case studies. All of these involve some kind of hybrid arguments, given that such arguments are virtually impossible in CV:

- The reduction of the \( N \) query “real/ideal” formulation of the IND-CCA2 game in CV to the standard single-challenge formulation. (done)
- The reduction from the \( N \) participant games (e.g. insider or outsider adversaries) for authenticated KEMs to 1 or 2 participant games. (in progress)
- The reduction of the \( N \) query formulation of the Computational/Gap Diffie-Hellman (CDH/GDH) games in CV to the standard, single-query formulation. The obtained bounds are better than what can be obtained by a direct hybrid argument. (almost done)

The arguments for CDH/GDH require a series of changes to the way random values are sampled. To facilitate these arguments, we developed a new statistical-distance library for EC, allowing to bound the advantage of an adversary in terms of the statistical distance between the distributions used in the games.
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EXTENDED ABSTRACT

Major works have delved into program analysis over the last decades, leveraging techniques such as symbolic execution [1], static analysis [2], abstract interpretation [3], or bounded model checking [4], to hunt for bugs and vulnerabilities, or even prove their absence [5], [6]. As bugs are the entry point of attacks, removing them is the first step towards software security. However, an attacker is not limited to crafting smart “input of death”, but may as well take advantage of other attack vectors, such as (physical) hardware fault injections [7], micro-architectural attacks [8], [9] or a combination of any of the above.

While most program analysis tools for security only look for bugs, some recent works attempt to analyse a program taking into account attacker-induced faults. Yet, such state-of-the-art methods face scaling issues. Mutant generation [10] creates a new modified program for each faulted path. While other approaches [11]–[17], fork at each possible fault location. All the methods present an inability to scale, due to the induced path explosion problem when analysing a program with all possible fault locations – even more in a multi-fault context.

In this talk, we will report about our ongoing efforts toward providing efficient software verification techniques able to take the attacker into account. Especially, we introduce the Forkless technique which modifies the analysed expressions and instructions to embed the fault into them and avoid forking. We then use symbolic execution to compute the augmented path predicate and relegate finding the useful fault locations and values to an SMT solver. We design an efficient algorithm able to handle arbitrary data faults, variable reset and test inversion, which are amongst the most common fault models and encompass a wide range of attack situations. We implemented our technique inside BINSEC [18], a symbolic execution engine for binary analysis, and we evaluate it across benchmarks from the literature. We obtain an average speed-up of 800% compared with the baseline, exploring on average around 7 times less paths. We also report on a few security scenario we are investigating with this approach.
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Timing attacks are a class of side-channel attacks in which attackers can learn about secret and otherwise protected values by measuring the execution time of programs operating on these values. A pragmatic approach used by crypto developers to minimize timing attacks is to reason about leakage (or absence thereof) in a commonly accepted leakage model. One such commonly accepted model is the baseline constant-time leakage model, which assumes that only memory accesses and control flow are leaked. While this leakage model is adequate for analyzing many attacks from the literature:

- it does not account for time-variable instructions, whose execution time depends on its operands;
- it excludes real-world code, which uses a weaker leakage model and consequently achieves higher performance.

We introduce a general class of fine-grained constant-time policies that supports both weaker and stronger leakage models and their combination.

- the baseline (BL) leakage model, where guards and memory addresses are leaked;
- the time-variable (TV) leakage model, where guards and memory addresses are leaked, and the modulo operation leaks the base-2 integer logarithm of its operands;
- the cache line model (CL), where guards and cache lines of memory addresses are leaked;
- the TV+CL model, combining the TV and CL models.

Then, we propose a two-step approach for enforcing fine-grained constant-time policies: first, prove that source programs are constant-time w.r.t. a fine-grained policy using relational Hoare logic, and then prove that compilation preserves constant-time w.r.t. a fine-grained policy.

As a motivating example, we study the function \texttt{ssl3\_cbc\_copy\_mac} of CBC decoding in OpenSSL. And, our contributions are the following.

- a formalization of fine-grained constant-time policies;
- a generic proof that the Jasmin compiler preserves fine-grained constant-time policies. The proof takes the form of an instrumented correctness theorem and shows that leakage of assembly programs can be computed deterministically from leakage of source programs. The proof is fully mechanized in the Coq proof assistant;
- a method for reasoning about fine-grained constant-time policies using relational Hoare logic. The method is implemented for Jasmin programs and uses the EasyCrypt proof assistant as the backend;
- formal proofs that previously unverified cryptographic code is constant-time in a (non-baseline) leakage model. These proofs often involve non-trivial arithmetic reasoning that made them out of the scope of all prior tools.
- a theoretical attack against OpenSSL with 32-byte cache lines, and a formally verified fix.

The complete development is provided in supplementary material\textsuperscript{1}.

\textsuperscript{1}https://github.com/jasmin-lang/jasmin/tree/constant-time-op
Equational Proofs for Distributed Cryptographic Protocols

Joshua Gancher, Kristina Sojakova, Leo Fan, Elaine Shi, Greg Morrisett

In the cryptographic literature, the most common framework for reasoning about
Protocols proven secure in UC are known to be concurrently composable. Informally, this means that
if we take two protocols that are known to be sufficiently close and plug them into another protocol,
then the two resulting larger protocols will also be sufficiently close. This form of composability is
highly desirable since it allows us to reason about protocols modularly.

Unfortunately, a major drawback of the UC framework is the sheer amount of low-level arguments
one has to carry out when constructing a formal proof: for instance, proving the correctness of a
one-time pad protocol using Diffie-Hellman key exchange in EasyUC [3] required cca 18,000 lines of
code. Directly scaling up to more complex protocols in very expressive UC-based frameworks such
as EasyUC and CryptHOL [4] is therefore currently unmanageable: while these tools do make sig-
nificant technical progress, they require the user to manually construct bisimulations – or relational
invariants – and reason about them.

We propose IPDL (short for Interactive Probabilistic Dependency Logic), a language and proof
system for conducting approximate equivalence proofs for distributed cryptographic protocols. The
following features make IPDL particularly convenient to use for UC-style proofs:

Process Calculus Syntax  In contrast to frameworks based on actors with mailboxes (such as
UC [2], which uses Interactive Turing Machines for this purpose), IPDL uses a process calculus based
on channels to model communication, similar to symbolic systems [1]. Each (non-input) channel in
IPDL is assigned a unique reaction that fully specifies the behavior of the channel. This process
calculus format gives a much finer-grained approach to protocol analysis that naturally supports
modular reasoning. IPDL’s process calculus expresses a broad range of cryptographic protocols,
including multi-party computation protocols and $n$-party protocols, where $n$ depends on a security
parameter.

Approximate Equational Logic  An IPDL program can be seen as a system of equations between
channels over which one can perform equational reasoning. Our equational logic enables one to
prove protocols secure in the simulation paradigm without resorting to any low-level bisimulation
argument.

Semantics and Computational Soundness  We prove our equational logic computationally
sound using a novel operational semantics for IPDL, which uses a crucial confluence property to
safely intermix the probability of cryptography and the nondeterminism of distributed programming.

Mechanization and Case Studies  We have mechanized IPDL in Coq, and open sourced it
at https://github.com/ipdl/ipdl. Using our mechanization, we have verified a number of case
studies, which range from simple communication protocols using encryption and Diffie-Hellman key
exchange to OT protocols, a semi-honest two-party GMW protocol defined over a general family of
circuits, an $n$-party coin toss protocol and a hash-check protocol that uses control flow non-trivially.
Due to our equational proof style, the proof effort required for our case studies is small. Our example which builds a secure communication channel from an authenticated one using Diffie-Hellman key exchange totals 735 LoC including definitions and all proofs.
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Jasmin is a framework that enables the development of highly efficient, high-assurance cryptographic implementations [1, 2, 3]. Briefly, the Jasmin framework provides an intuitive programming language to write implementations, a formally verified compiler to compile Jasmin programs into assembly code, and an embedding of the Jasmin programming language into EasyCrypt, to check the correctness and the preservation of security properties of the developed primitives. The compiler also provides several features targeted for the cryptographic domain, specifically safety or constant-time analysis. Jasmin implementations are targeted for a specific CPU architecture, for instance, AMD64. Jasmin implementations utilize particular CPU instructions or instruction set extensions such as the AVX2 to maximize the algorithm’s performance. To provide an intuition, AVX2 defines a set of 256-bit registers to perform multiple arithmetic operations at once: for instance, computing the addition between 8 64-bit values using just one instruction.

Kyber [5], one of the NIST PQC candidates, is an interesting case study for some of the challenges that formally verified (high-speed) cryptography presents when using EasyCrypt. The functional correctness proof for the AVX2 implementation follows a 3-hop structure. The extracted EC specification is iteratively modified to obtain simpler (i.e., closer to their scalar counterparts) semantics for the vectorized instructions. This is achieved by replacing the AVX2 instructions with (equivalent) operators that work on arrays of (scalar) values instead of vectors. The semantics of the original implementation are preserved via equivalence proofs between consecutive hops. The last hop is then proven correct w.r.t. the formal Kyber specification and, by the transitive property, equivalent to the extracted EC specification.

This approach simplifies the correctness proof of vectorized implementations by removing the overhead when dealing with AVX2 instructions and allows for the reuse of lemmas/axioms employed by the scalar implementation’s correctness proofs. The AVX2 instructions and their scalar counterparts are proved equivalent in a different theory which can be reused by different projects. This approach presents several challenges. On the one hand, a choice has to be made on whether to prioritize instruction semantics over program semantics when specifying scalar operators equivalent to AVX2 instructions. The former simplifies equivalence proofs between instructions and operators. However, it requires additional work when two or more sequential AVX2 instructions work with different size elements for scalar values (e.g., VPADDDW followed by VPADDDDD) while the latter increases the complexity of equivalence proofs for these operators substantially. In addition, despite the approach mentioned above, the complexity of correctness proofs for vector implementations is primarily related to dealing with vectors’ semantics and the isomorphisms between these and a list of scalar values.

There are also many exciting verification challenges in the context of scalar implementations, where the code is not vectorized and does not use, for instance, AVX2. An example of such a case is the formal verification of implementations that perform a given arithmetic operation over field elements. In the Curve25519 [4] implementation, field elements can be represented by four 64-bits words (or limbs). During the correctness proof, which also aims to relate a high-level specification with the actual implementation, it is necessary to prove that, for instance, the multiplication that is done using the limbs-representation corresponds to a multiplication that is performed over unbounded integers and that the result remains congruent modulo the prime $p$ being used, in this case, $2^{255} - 19$. It is also necessary to prove that no unexpected overflow occurs. As a challenge, it would be interesting to study how to improve or automate parts of this process, which is, currently, very time-consuming.
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The Internet Engineering Task Force (IETF) has worked on a solution for Lightweight Authenticated Key Exchange (LAKE), in order to provide a new authenticated protocol [SMP21]. This protocol is called EDHOC, for Ephemeral Diffie-Hellman Over COSE, and its design has been released with a call [VSMW22] for formal analysis and feedback on possible flaws or improvements of EDHOC.

1 Presentation of the LAKE-EDHOC protocol

The EDHOC protocol has been designed to take into account the constraints of the Internet of Things (IoT). Therefore, it tries to reduce the number of messages needed to complete the protocol, the message sizes, as well as the code and memory footprint.

1.1 Protocol design

The protocol relies on a MAC-then-Sign variant for key authentication. The Initiator and the Responder can choose independently to authenticate either using a signature key or a static Diffie-Hellman key, hence providing 4 different modes. Which type of credential is used is decided in the first message of the protocol. In each case, the key exchange is based on ephemeral Diffie-Hellman keys.

The complete protocol consists of three messages and a fourth optional message. Which cryptographic primitives are used is decided through a negotiation. In the first message, the initiator I propose a list of cipher suites that he supports. The responder R triggers an error if he does not support any of the proposition. Otherwise, the protocol continues and R sends the information needed for I to authenticate him. If R is authenticated, I responds with a third message containing her information. A fourth message is possible to explicitly confirm the established Diffie-Hellman key, but it’s optional.

1.2 Security goals

The EDHOC protocol aims at ensuring mutual authentication, confidentiality, downgrade protection, identity protection and protection of external data with a security level guaranteed by a minimal size of key. It considers various advanced compromise scenarios giving rise to advanced properties such as forwards secrecy, post compromise security and key compromise impersonation.

2 Our goal

Our work is based on the latest version of the EDHOC protocol. It updates a previous model of EDHOC, in order to prove the security goals enumerated by the IETF task force. Our formal analysis uses the novel SAPiC+ protocol platform, allowing to specify protocols in a dialect of the applied pi calculus which can be automatically translated to and verified by the Tamarin prover [SMCB12] and ProVerif tool [Bla16]. Using both Tamarin and ProVerif allows us to benefit from the strengths of both tools and perform an analysis as comprehensive as possible. We also plan to rely on recent work that relax the usual perfect cryptography assumptions, such as [JCCS19, CJ19].
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Formal analysis of security issues in dynamic virtual networks

Pierre Le Scornet, Université de Rennes 1, IRISA
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Virtualization is a new development of Cloud technologies. It refers to creating a virtual version of an actual piece of hardware, for example, a real computer with an operating system, and is controlled by a hypervisor running on a host machine. It is often designed to respect some security properties, for example the separation between the virtualized environment and the underlying system. Virtualization is used by Cloud providers to create highly dynamic virtual networks containing various types of virtual machines, and to distribute them to various clients. However, services emerging from this technology become more and more critical to businesses and individuals, and their security weakens as networks grow in size, complexity and dynamicity [6]. For administrators of these complex networks, it is essential to assess risks on their infrastructure to be able to apply appropriate countermeasures.

A key component for such assessments is the concept of attack graphs, to represent both static and/or dynamic aspects about the network and the attacker’s penetration in it. Attack graphs have already been used to model and verify network security, i.e. to check whether there exists a sequence of events leading to a security breach. The classical approach to attack graph is to verify the security of static networks, i.e. there is a fixed bounded list of machines and the only events are the attacker’s actions. We can cite Sheyner et al. [5] and Ou, Boyer, and McQueen [4] state-based approach where each node describes a possible state of the network and each arrow is an exploit, Ammann et al. [2] host-based approach where each node is a machine and each arrow is an exploit from a source machine to its target machine, and Ammann, Wijesekera, and Kaushik [1] vulnerability-based approach where each node is an attribute of the network, for example “is $m_1$ connected to $m_2$” or “does the attacker penetrated $m$”, and each arrow is an exploit where the source attribute is necessary for the exploit and the target attribute is “activated” after the exploit. However, these three methods can perform exhaustive security analyses only on static networks, they lack the ability to represent dynamic operations in virtual networks such as virtual machine creations/deletions/migrations. A leap in the direction of dynamic virtual networks was recently made by Mensah [3]: she uses a host-based attack graph model like [2], and she updates dynamically her attack graph when events happen in the network (virtual machine creation/deletion/migration). Her tool is designed to monitor the current security risk in the network, so her analysis is not exhaustive. Our contribution is, based on Mensah’s model, to verify the security of the virtual network exhaustively. In details:

- We represent the virtual network and its dynamics with a snapshot transition system (STS) where each state represents a snapshot of the virtual network and the attacker’s reach in it, and transitions represent the network and attacker’s dynamics, such as VM creations/deletions/migrations and attacker’s exploits. A snapshot contains VMs, such that each VM holds pieces of information about its hypervisor, its internal configuration (OS, mounted drives, software version...) and the attacker’s privilege in it, so snapshots formalize naturally into a finite first-order structure.

- Our goal is to check whether there exists a sequence of events leading to a security breach: it translates naturally as a reachability problem in our STS model. Even if the set of all reachable snapshot is potentially infinite, we prove this reachability problem to be decidable under reasonable assumptions, and we discuss the complexity of relevant sub-problems. We especially find the problem to be PSPACE-complete for a subclass of reasonable security properties. Finally, we discuss how we can extend our model to a vast majority of the real-life events and how to adapt our proofs to keep our results.
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Abstract

Imprecision is a very common phenomenon in static analyses that results in false alarms when used for program analysis and program verification. Typically a static analysis approximates the behavior of the code through an abstract domain [2] as checking most program properties is undecidable. Improving precision of a static analysis is an old dream, however, it is complicated. In the last several decades as the size of software grew, the burden of doing manual reasoning became too high, thus marking a trend toward automatic techniques for removing false alarms. Model-checking is one of the very first and among the pioneer on this trend towards which extended the scope of automated techniques through the famous counterexample-guided abstraction refinement (CEGAR) [1] principle. In the static analysis world [5], although there are some works towards automatic techniques for improving precision, either these are not generic and specialized for particular applications, or they rely upon a large part on syntactic heuristics and are prone to path explosion (e.g., trace partitioning [4]).

In this talk we will report on our ongoing efforts to propose, within static analysis, a syntactic refinement framework that is automatic, generic, and principled. Through this novel framework, we provide an an algorithmic solution that takes as input a program and outputs a semantically equivalent program on which the static analysis is more precise and complete for a given property, while ensuring minimality of the refinement process – and hopefully avoiding path explosion.

Code obfuscation has attracted attention as an approach to protect a program against reverse engineering. Obfuscating a program with respect to an attacker specified as a static analyzer means making the static analysis of the program imprecise [3]. We believe our refinement framework can help in legitimate obfuscation-related security scenario, such as malware comprehension, by automatically fine-tuning the analysis to the protected code under analysis.
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Learning and Knowledge for Anomaly Detection
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1 Context

Beyond raising an alarm, it is argumented in [4] that a useful Intrusion Detection System (IDS) must have several qualities that are out of the reach of existing systems: The ability to explain an alarm to an operator, the ability to distinguish between a previously unseen normal behaviour and an anomaly, and the ability to distinguish among anomalies those that are accidental and those that are related to an attack. Our first point is that these feature make compliant IDS close to be Advice Taker (and Giver) systems in the sense of [3].

Though we are still nowhere close to achieving this kind of intelligent system, previous work on anomaly detection on cars’ CAN Bus [1] present a path through which we can get closer to this goal.

2 Logic and the Learning of Logs

We initiated our work on anomaly detection by considering simple characteristics of messages [2]. In spite of the speed of the learning and the monitoring processes, and the fact the we only consider the legitimate messages during the learning phase, we were able in most cases to obtain a better classifier than those based on Deep Reinforcement Learning. Our analyser furthermore provided alarms with a sort of explainability through a condition that was violated.

We then worked on improving explanations by creating algorithms trying to detect some type of fields within the message, and thus able to better describe the cause of the alarm [2]. We also considered a limited form of process mining restricted to and-causality, and the detection of a known multi-events protocol, all of which can be encoded in geometric logic, a fragment of first-order when all formulas are either positive or implications between positive formulas.

We plan to present a further extension in which the detection algorithms can be any algorithm, in the sense of being a continuous function between Scott Domains. In this extension we define another fragment of first-order logic that is able to both instruct the learner with a partial specification of the system, express the properties learnt during the log analysis, and describe in terms of a set of false literals why an alarm is raised.
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Abstract. We enhance the EasyCrypt with a Hoare logic for reasoning about computational complexity (execution time and oracle calls) of adversarial computations. Our Hoare logic is built on top of the module system used by EasyCrypt for modeling adversaries. We prove that our logic is sound w.r.t. the semantics of EasyCrypt programs.

We showcase (for the first time in EasyCrypt and in other computer-aided cryptographic tools) how our approach can express precise relationships between the probability of adversarial success and their execution time. We exemplify this by revisiting the security proofs of some well-known cryptographic constructions and we present a new formalization of Universal Composability (UC).

Cryptographic Reduction. Cryptographic designs are typically supported by mathematical proofs of security. Unfortunately, these proofs are error-prone and subtle flaws can go unnoticed for many years. Therefore, it is desirable that cryptographic proofs are formally verified using computer-aided tools [8]. EasyCrypt is a proof assistant [3, 4] which has been used to prove security of a diverse set of cryptographic constructions in the computational model of cryptography [1, 2]. In this setting, cryptographic designs and their corresponding security notions are modeled as probabilistic programs. Moreover, security proofs provide an upper bound on the probability that an adversary breaks a cryptographic design, often assuming that the attacker has limited resources that are insufficient to solve a mathematical problem. While EasyCrypt excels at quantifying the probability of adversarial success, it lacks support for keeping track of the complexity of adversarial computations. This limitation means that manual inspection is required to check that the formalized claims refer to probabilistic programs that fall in the correct complexity classes. This work overcomes this limitation and showcases the benefits of reasoning about computational complexity in EasyCrypt, through three broad contributions.

Formal verification of complexity statements. We define a formal system for specifying and proving complexity claims. Our formal system is based on an expressive module system, which enriches the existing EasyCrypt module system with declarations of memory footprints (specifying what is read and written) and cost (specifying which oracles can be called and how often). This richer module system is the basis for modeling the cost of a program as a tuple. The first component of the tuple represents the intrinsic cost of the program, i.e. its cost in a model where oracle and adversary calls are free. The remaining components of the tuple represent the number of calls to oracles and adversaries. This style of modeling is compatible with cryptographic practice and supports reasoning compositionally about (open) programs.

Our formal system takes the form of a Hoare logic for proving complexity claims that upper bound the cost of expressions and commands. Furthermore, an embedding of the formal system into a higher-order logic provides support for reductionist statements relating adversarial advantage and execution cost, for instance:

$$\forall \mathcal{A} \exists \mathcal{B}. \text{adv}_\mathcal{B}(\mathcal{A}) \leq \text{adv}_\mathcal{B}(\mathcal{B}) + \epsilon \land \text{cost}(\mathcal{B}) \leq \text{cost}(\mathcal{A}) + \delta$$

where typically $\epsilon$ and $\delta$ are polynomial expressions in the number of oracle calls. The above statement says that every adversary $\mathcal{A}$ can be turned into an adversary $\mathcal{B}$, with sensibly equivalent resources, such that the advantage of $\mathcal{A}$ against a cryptographic scheme $S$ is upper bounded by the advantage of $\mathcal{B}$ against a hardness assumption $H$. Note that the statement is only meaningful because the cost of $\mathcal{B}$ is conditioned on the cost of $\mathcal{A}$, as the advantage of an unbounded adversary is typically 1. The ability to prove and instantiate such $\forall \mathcal{B}$-statements is essential for capturing compositional reasoning principles.

We show correctness of our logic w.r.t. an interpretation of programs. Our interpretation provides the first complete semantics for the EasyCrypt module system, which was previously lacking.

Implementation in EasyCrypt. We have implemented our formal system in EasyCrypt, providing mechanisms for declaring the cost of operators and for helping users derive the cost of expressions and programs. A key step is to embed our Hoare logic for cost into the ambient higher-order logic—similar to what is done for the other program logics of EasyCrypt. This allows us to combine judgments from different program logics, and it enhances the expressiveness of the approach. Implementation-wise, this extension required to add or rewrite around 8 kLoC. We also exemplify our approach on some classic examples from the EasyCrypt distribution [7] (Bellare and Rogaway, Hashed ElGamal and Cramer-Shoup encryption).

Case study: Universal Composability. Using our enriched implementation of EasyCrypt, we develop a new fully mechanized formalization of Universal Composability (UC) [5, 6]. Our mechanization covers the core notions of UC, the classic composition lemmas, transitivity and composability, which respectively state that UC-emulation (as a binary relation between cryptographic systems) is closed under transitivity and arbitrary adversarial contexts. As an example, modular proofs for Diffie-Hellman key exchange and encryption over ideal authenticated channels are composed to construct a UC secure channel.
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Blockchain, which was first introduced as the technology driving Bitcoin, has now outgrown the confines of cryptocurrencies to find its way into a wide range of application areas, including Business Process Management (BPM). Indeed, its intrinsic properties, such as its decentralized structure, capacity to give trust among untrustworthy parties, immutability, and financial transparency, appear to provide the necessary instruments for devising suitable solutions for current BPM issues, particularly for collaborations.

This evolution has been mainly owed to the concept of smart contracts being introduced to Blockchains. A smart contract allows the execution of interdependent transaction sequences while adhering to the rules established in it. On the other hand, a business process may be considered as a set of activities connected by causal relationships with the purpose of attaining a business goal. As a result, smart contracts appear to be excellent candidates for implementing and automating BPs.

Despite significant advancements in Blockchain adoption for BPM, the technology is still in its infancy, and deploying smart contracts to carry out BPs cannot be deemed safe. As a result, proving the correctness of the smart contracts to be deployed on a blockchain is critical for the integrity of the specified business processes.

In our work we propose a formal approach based on the transformation of Solidity smart contracts, with consideration of the BPM context in which they are used, into a Hierarchical Coloured Petri net. We express a set of smart contract vulnerabilities as temporal logic formulae and use the Helena model checker to, not only detect such vulnerabilities while discerning their exploitability, but also check other temporal-based contract-specific properties.

Our proposed approach is based on model checking of CPN models and comprises mainly three phases:

1. transforming the smart contracts’ Solidity code into CPN submodels corresponding to their functions.
2. transforming the BPM context into a CPN model
3. constructing a CPN model w.r.t an LTL property that can express: (i) a vulnerability in the code or (ii) a contract-specific property, linking it to a CPN model representing the behavior to be considered, and feeding it the model checker to verify the targeted property.

More precisely, we opt for a hierarchical CPN to represent the considered smart contracts’ execution and interaction w.r.t the provided BPM context specification.
As shown in Figure 1, we represent each function of a smart contract by an aggregated transition that encapsulates a submodel corresponding to the internal workflow of the former. In fact, our aim at this first step is to get building blocks for the hierarchical model that will be fed to the model checker. Then, given a context specification (transformed into CPN) and an LTL property to be verified, the final CPN model is built by (1) linking the aggregated transition representing the targeted function to the behavioral model and (2) building a hierarchy by explicitly representing function calls in the submodel in question (if the checked property requires it).

We have implemented a graphical tool called Solidity2CPN that automates the different steps of the proposed approach and makes it accessible to a broader range of users who are unfamiliar with the aspects of formal verification.

**Keywords:** Blockchain · Business Process Management · Model Checking · Solidity · Smart Contracts · Hierarchical Coloured Petri Nets · Temporal properties.
Sound Static Analysis of Regular Expressions for Vulnerabilities to Denial of Service Attacks
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Regular expressions (regexes) are often used to verify that strings in programs match a given pattern. Modern programming languages offer support to regexes in standard libraries, and this encourages programmers to take advantage of them. However, matching engines of languages such as Python, JavaScript, and Java employ algorithms with exponential worst-case time complexity in the length of the string. This is because advanced features such as backreferences extend the expressiveness of regular expressions. This comes at the cost of exponential matching in the worst case, even for regexes that do not exploit such features. An attacker can craft a string to force the matcher to exhibit the exponential behaviour to perform a Regular Expression Denial of Service (ReDoS) attack, a particular type of algorithmic complexity attack.

ReDoS attacks are vastly underestimated Denial of Service (DoS) attacks. In a recent study of regexes usage, in nearly 4,000 Python projects, the authors find that over 42% of them contain regexes [1], while in [2] the authors determine that that up to the 1% of the regexes in open source projects have a superlinear worst-case time behaviour. Staicu et al. [3] showed that hundreds of popular websites are threatened by ReDoS vulnerabilities. Since it is difficult to detect ReDoS vulnerabilities with manual inspection, it is necessary to automate this critical process. However, for now, there is no practical and widely adopted solution to detect ReDoS vulnerabilities.

In this work, we put forward a novel approach to statically detect ReDoS vulnerabilities. We define a tree semantics of the matching process, and we leverage it to introduce an analysis that determines whether a regex has a ReDoS vulnerability or not. In particular, the analysis returns an overapproximation of the language of words that can cause exponential matching, being effectively sound but not complete. While, theoretically, it is possible to lose precision, our experiments show that over 1802 regexes our analysis never raises a false alarm.

We implemented our algorithm in a tool called rat, and we found it to be on average two orders of magnitude faster than most existing detectors, while being proved to be sound and never raising a false alarm in practice. Furthermore, rat can extract the language of possibly dangerous words, being more expressive than most other tools.
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I. CONTEXT

Binary code analysis has become a popular approach for automated security analysis, as it offers high fidelity reasoning about software behaviour. In comparison, source code analysis requires to make assumptions about the complex compiler behaviour in order to ensure that properties proved for the source code still hold for the compiled binary. Furthermore, in many situations the source code may not be available.

Abstract interpretation enables to compute for each program location an abstract state that over-approximates the set of possible (concrete) states at that location. Based on this approximation, we can build tools that automatically prove the absence of certain program malfunctions, such as memory corruptions for instance. This contrasts with (and complements) dynamic analyses, that enable to discover program security vulnerabilities (e.g. symbolic execution [3], [4]).

II. GOAL

In this work, we focus on stack smashing vulnerabilities. Stack smashing is a case of stack buffer overflow where an instruction writes to the address containing the return address of a function currently being executed, thus potentially enabling the execution of attacker-controlled code. Our goal is to propose a method that is capable of ensuring the absence of stack smashing vulnerabilities, by fully automated analysis of binary code.

III. CONTRIBUTION

Our contribution is based on our previous work on relational abstract interpretation of binary code [2]. The analysis proposed in [2] automatically discovers properties relating the contents of the registers and of the memory at each program location. The main originality of this analysis is that it identifies the subset of memory addresses and registers to be represented in the abstract state as the analysis progresses. In comparison, in abstract interpretation of source code the set of variables to analyze is known beforehand as they are declared in the program. Other abstract interpretation techniques for binary code have been proposed, but they are not relational. The use of a relational domain enables to analyze accesses to addresses that are not known statically, and thus to discover a wider range of vulnerabilities than with a non-relational domains (e.g. approaches based on the popular Value Set Analysis [1]).

To analyze stack smashing vulnerabilities, we enrich abstract states with information on the call stack. More precisely, abstract states track the values of the return address of each function call of the stack. Based on this information, we can then check that the return address of a function call is the same at the beginning and at the end of its execution, thus ensuring that no stack smashing can occur.

In our presentation, we will recall the abstract interpretation procedure of [2] and detail its application to stack smashing analysis.
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Structured Leakage and Applications to Cryptographic Constant-Time and Cost
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A compiler performs aggressive program optimizations and also respect the input-output behavior of programs. Execution traces define the behavior of programs and compiler correctness is stated as an inclusion between the set of traces of the target program and the set of traces of source programs. However, a correct compiler suffers from three shortcomings in a security context: first, many common security properties are hyperproperties rather than properties; in particular, information flow properties, which cover a broad range of applications are relational properties, i.e. sets of pairs of traces. Second, several security properties of interest, including popular notions of side-channel resistance are modelled by an instrumented semantics that collects (an abstraction of) the adversarially visible physical leakage. Third, the inclusion of instrumented traces fail for most common compiler optimizations, e.g. register allocation and dead code elimination that may add, modify or remove atomic leakages. The main contribution of our work is a novel approach for proving preservation of non-functional properties, and in particular cryptographic constant-time. Cryptographic constant-time is a software countermeasure against cache-based timing attacks, an effective class of side-channel attacks that exploit the latency between cache hits and cache misses to retrieve cryptographic keys and other secrets from program execution. We model leakage using a dedicated data structure that collects atomic leakages. The data structure is closely aligned with the operational semantics of programs. We define a language of leakage transformers that transform leakage of source programs into leakage of target programs. A key benefit of leakage transformers is that they yield an algorithm for computing the leakage of target programs from leakage of source programs. With accurate leakage-transformers at hand, a range of source-level reasoning becomes possible. The structured notion of leakage is used to compute the program’s cost, which counts how many times each instruction is executed. The benefit of structured leakage is that it enables computing the cost without looking at the program. Source-level cost analysis with the leakage transformers is used in our work to compute upper-bounds of run-time cost of target programs statically. Our certified cost transformer deduced from the leakage transformers yields an exact cost rather than an upper bound for the generated programs (for all transformations except loop unrolling, where our transformer yields an upper bound). We implement our approach on top of the Jasmin framework. Our contributions in a nutshell:

- the definition of structured leakage and leakage transformers;
- formal proofs of correctness of leakage transformers for all the passes of the Jasmin compiler;
- a proof that the Jasmin compiler preserves CCT;
- a certified algorithm for computing the cost of assembly programs from the cost of Jasmin programs.

All results presented in this work have been formally verified using the Coq Proof Assistant. The complete development is provided in supplementary material.\footnote{https://github.com/jasmin-lang/jasmin/tree/constant-time}
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EXTENDED ABSTRACT.

Organizations and companies develop very complex software today. Errors and flaws can be introduced at different phases of the software development lifecycle and can lead to exploitable vulnerabilities. Furthermore, considering that most systems are exposed to multiple users and environments, such flaws can lead to attacks (or actions) with unpredictable consequences in terms of damage and costs. It is therefore crucial that developers and users know how to detect and prevent them. Despite the substantial knowledge about vulnerabilities nowadays there is still an increasing trend in the number of reported vulnerabilities, that is why software security has become an active research area. This involves various approaches [4, 1] reverse engineering, code review, static and dynamic analysis, fuzzing and debugging.

Increasing scale of software systems requires vulnerabilities scanning tools and supports, that ease their detection and can help coders to avoid them in the development of the code. Furthermore, the use of tools that integrate formal methods might provide evidence for security goals. Towards this end, we have proposed an approach [3] for detecting security bugs which are due to memory safety issues. We were particularly interested in detecting exploits that may be caused by integer overflow. The relevance of our approach lies in the fact that it is based on hardware/software co-analysis. We provided a uniform method for software analysis, considering the specifications of their execution environment (CPUs, compilers, operating systems). The main idea is to build a formula based on the path condition of a given target location in conjunction with the formula (assertions) specifying the environment of its execution, and asking a SMT solver for a satisfying solution, to find out whether the unintended solution is possible. Formally speaking, we use symbolic execution to generate program constraint (PC), and get security constraint (SC) from predefined security requirements. In addition, based on a precise knowledge on the execution context of the analysed program (EC), we propose to solve the statement: EC ⊢ PC ∧ ¬SC we seek to find out if there is an assignment of values to program inputs – executed in a certain context – which could satisfy PC but violates SC.

This paper is an extension of our previous work. In this paper, we have significantly extended and implemented the proposed methodology. First, we enrich the set of formulas specifying the effects of memory reference instructions, cross different execution environments to address more platforms. The assertions are derived from various sources, including bad programming practices, compilers configuration settings, operating systems, Common Weakness Enumeration and C standards. Second, we give the technical approach for the vulnerabilities detection: we give details of the tool we are developing for the analysis of C programs. The tool relies on Clang/LLVM compiler infrastructure [2]. This option was motivated by the benefits offered by the infrastructure, including the fact that it supports various target environments such as (x86, x86-64, arm, riscv64, . . . ).

Keywords: Formal methods, Security vulnerabilities, Safety bugs.
References


Systematic, automated discovery of security protocol attacks that exploit weaknesses in common hash functions

A. Dax, V. Cheval, C. Cremers, L. Hirschi, C. Jacomme, S. Kremer

Cryptographic hash functions are a fundamental building block in nearly all cryptographic protocols. They are traditionally required to meet several properties: collision resistance, first- and second-preimage resistance, . . . ; ideally, they also behave “perfectly” and additionally do not suffer from phenomena like length-extension attacks. Modern hash functions like SHA3 (Keccak) are believed to satisfy all these properties and essentially act like so-called random oracles.

In many modern protocol security analyses, both in the computational and symbolic setting, hash functions are assumed to be “perfect” in this sense and act like a random oracle: the modeled hash function meets all desired cryptographic properties, does not suffer from length extension attacks, and each input/output combination is completely independent of any others.

In practice though, real hash functions are unfortunately far from perfect. There are several reasons for this. First, the security of hash functions is often based on a heuristic argument (since we cannot reduce them to a known hard problem) and history has shown that many hash functions that initially seemed secure turned out to be broken some years later. Second, many hash function designs followed the Merkle-Damgård construction, which in its default setup, allows for so-called length extension attacks.

In this work, we formally define a lattice of possible hash weakness encompassing and combining many practical weaknesses of hash functions. We then model the multiple capabilities of the lattice in the symbolic model, and thus how we can use Tamarin or Proverif to verify a protocol for such hash functions modelings. By applying a systematic way to explore all weaknesses and combination of weaknesses with those tools, we were able to identify for multiple real life protocols like IKE, Sigma or SSH both what are the strongest threat models under which the protocol is secure, and the minimal threat models that make the protocol insecure.
Abstract

Constant-time is a programming discipline which protects cryptographic code against a wide class of timing attacks. This discipline can be formalised as a non-interference property and enforced by an information-flow type-system which prevents branching and memory accesses over secret data. We propose a relaxed information-flow type system which tracks indirect flows but only rejects programs leaking secrets through direct flows. We exploit typing information to guide a program transformation which compiles any well-typed program into a semantically equivalent constant-time program.

1 Introduction

Cryptographic code is notoriously hard to implement. The reason is that it needs to be correct and fast. Yet, functional correctness and speed are not enough. The implementation also needs to be secure with respect to side-channel attacks where attackers attempt to extract cryptographic keys and other confidential information by observing execution time or cache behaviour. Constant-time programming is the de facto standard to protect implementations against a wide range of timing attacks that exploit micro-architecture side-channels e.g., cache attacks. The constant-time programming discipline imposes further constraints on the code: it is forbidden to make control flow decisions [5] or access memory using secret data as addresses [3].

The present work builds on the insight of Cauligi et al. [3] who establish that an information flow type system ensures that a well-typed program can be automatically transformed into a constant-time program. We follow the same methodology but propose a more permissive type-system which allows more programs to be transformed into a constant-time equivalent. The main observation of the paper is that distinguishing between direct and indirect information flows enables a number of program transformations for constant-time that make it possible to transform program which previous methods would have rejected.

2 Overview of FaCT’s approach

FaCT [3] is a DSL for writing constant-time code. FaCT defines an information flow type system and guarantees that any well-typed program can be transformed into a functionally equivalent but constant-time program.

**Predicated code.** In order to remove secret control dependencies, FaCT performs a so-called *if-conversion* [1] and generates branchless, predicated code. Consider the code assigning the variable x to either e1 or e2 depending on a secret s.

\[
\text{if } s \text{ then } x = e_1 \text{ else } x = e_2 \]  

After *if-conversion*, we get a branchless code which eliminates the leakage due to the conditional. In terms of information flow, we transformed an indirect flow into a direct flow.

**Public Safety.** An issue with *if-conversion* is that it is not always a semantics-preserving transformation and can introduce safety issues such as out-of-bounds errors.

To solve this issue, the FaCT type system generates verification conditions to ensure that the memory accesses are still valid after transformation i.e., that the expression e in a predicated assignment \( x = s ? e : e \) is safe to evaluate, independent of the value of s.

3 Indirect Flow Tracking Type System

Compared to a usual information-flow type system, we make a distinction between direct and indirect flows and explicitly record the conditional responsible for indirect flows. Our types extend the usual \([H, L]\) lattice with an intermediate level \(I(s)\) which represents an indirect flow built from the conditionals identified by the program points in the set s.

\[
\text{Type} := H \mid L \mid I(s) \quad s \in \mathcal{P}(\mathbb{P})
\]

**Example 1.** Typing Example Consider the following snippet,

\[
\text{if } s \in \mathbb{P} \text{ then } x = e_1 \text{ else } x = e_2 : y = t[x]
\]

the security context \(k = L\) and the initial typing environment \(\Gamma\) such that \(\Gamma \vdash s : H \quad \Gamma \vdash e : L \quad e \in \{e_1, e_2, t\}\).

Our type system allows for x to be typed \(I(p)\) after the condition, and therefore the access \(t[x]\) to be accepted as well, because \(I(p)\) is strictly below H.

4 Type-Directed Program Transformations

As FaCT imposes constraints on its type system, we motivate through example how we enable additional program transformations. All code snippets presented are rejected by FaCT and its implementation.

**Delayed if-conversion.** Unfortunately, *if-conversion* is not sufficient to remove indirect leakage due to assignments inside the conditional. Consider the following example.

\[
\text{if } s \text{ then } x = e; y = t[x] \text{ else skip}
\]

Using the classical transformation, we would generate the following insecure code. \(x = s ? e : x; y = s ? t[x] : y\)

However, in order to generate an equivalent secure constant-time code, we can perform a delayed if-conversion so that the direct flow is generated after the array access. Concretely, our type system accepts the initial code and generates the following secure code.

\[
x_t = e; y_t = t[x_t]; x = s ? x_t : x; y = s ? y_t : y.
\]

We enable this transformation by the use of \(I(s)\) to remember that x is secret due to an indirect flow.

**Out-of-scope Indirect Flows.** In the previous case, the leaky memory access is within the scope of the conditional and therefore a delayed if-conversion is sufficient to remove the leaky access.

Consider the code snippet of Example 1. The conditional move to x must take place after the memory access \(t[x]\) which is outside the scope of the conditional. Our solution is to *associate* the offending memory access with the scope of the conditional responsible for the indirect flow, by using the next construction. This way, we can transform it differently depending on if it has a indirect flow just by being in a security context, or by using an insecure variable. We obtain the following code where the memory access is performed after both branches of the conditional, i.e., always.

\[
\text{if } s \text{ then } x = e_1 \text{ else } x = e_2 \text{ next } y = t[x]
\]

We can then apply the previously shown delayed if-conversion.
**Safety is Public.** In order to prevent if-conversion from generating unsafe programs, we assume that the source program is safe and that rendering a program more safe does not introduce leakage. As a result, we can instrument array accesses to dynamically ensure that the index are within bounds. The transformation is semantics preserving and is also secure providing the array bounds are public.

5 Ongoing Work

We are currently implementing the presented type-directed transformation within the Jasmin compiler [2]. Proving that the program transformations are correct i.e. preserve the observable semantics, should not be problematic and require standard proof techniques. The completeness of the transformation i.e. proving that any typable program is successfully compiled into a constant-time program is less standard. We can however notice that the usual C-T type system can be used to verify a posteriori the security of the transformation.
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Overview. Steel [7, 1] is a framework to develop and prove concurrent programs written in F∗, a dependently-typed programming language and proof assistant. Inspired by Iris [4, 2, 3], Steel relies on an impredicative concurrent separation logic to reason about concurrent, dependently-typed F∗ programs. Steel provides several useful features to reason about programs. First, its memory model relies on Partial Commutative Monoids (PCMs), which can encode many programming idioms such as sharing disciplines relying on fractional permissions or references whose contents evolve monotonically according to a user-defined preorder. Additionally, Steel supports dynamically-allocated invariants, which can be shared between threads and allows to reason about lock-free concurrent interactions.

Automation. Specifications in Steel are written using a combination of textbook concurrent separation logic and a restricted form of memory predicates. For instance, Figure 1 provides the signature of a standard swap function. In this specification, the expects and provides annotations correspond respectively to the separation logic pre- and postcondition. The ptr r predicate captures that the reference r is valid, while the separation logic * operator indicates that the two references are separated, that is, they are disjoint in memory. The expects and provides annotations thus capture the shape of memory before and after executing swap. The requires and ensures annotations correspond to selector predicates, that is predicates operating on fragments of memory corresponding to the separation logic specification. These predicates allow to specify properties about memory contents such as functional correctness: in this case, that the values of r1 and r2 are swapped after execution.

```fsharp
val swap (r1 r2:ref int) : Steel unit
  (expects ptr r1 * ptr r2) (provides λ_ → ptr r1 * ptr r2)
  (requires λ_ → ⊤) (ensures λs_ s_→s'.[r1] = s.[r2] ∧ s'.[r2] = s.[r1])
```

Figure 1: A simple Steel program: swap.

The distinction between separation logic predicates and selector predicates enables us to use different tools to discharge the respective verification conditions. We provide a (partial) decision procedure implemented as an F∗ tactic to reason about separation logic predicates, while selector predicates are discharged using F∗’s native support for SMT solvers, thus making verification semi-automated.

Applications. Steel was successfully used to verify a variety of programs [1], including binary self-balancing trees, a monotonic concurrent counter due to Owicki-Gries [6], a racy 2-locks concurrent queue [5], and a library to model message-passing concurrency between two parties on dependently typed channels. Steel aims at being a foundation for verified, low-level systems programming. As such, Steel code currently extracts to verified C code, and we hope to extend our extraction mechanism to also support Rust. In this talk, we propose to give an overview of the Steel framework, as well as current verification projects using it such as the development of a verified memory allocator.
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Context. Physical attacks of critical embedded systems (via light pulses, laser shots, clock, voltage or electromagnetic glitches, etc.) consist in causing a fault that alters correct execution of software [3, 5]. A frequent goal of such attacks is to bypass some critical checks in the code (such as user authentication, software integrity or software authentication checks) in order to get to a protected point that gives access to sensitive information or physical resources.

To counter such attacks, designers of embedded software use in particular redundancy based countermeasure schemes [3, 4]. In some of these schemes, critical checks (i.e. conditional statements, or tests) in the code are duplicated. In this way, if attackers manage to bypass one check by injecting a fault and flipping the result of the check, the redundant check still prevents them from reaching the protected point. This countermeasure assumes that it is unlikely to inject two faults by physical attacks during the same execution in a coordinated way. It can be generalized to any number \( k \geq 1 \) of coordinated faults: if an attacker is assumed to be able to introduce \( k \) coordinated faults, each critical check should be repeated \( k + 1 \) times. For simplicity, in the examples of the paper we use \( k = 1 \).

Examples. A simple C code with a redundant-check countermeasure is illustrated by Fig. 1. Assuming password is a user-submitted password and secret is the correct password, the duplicated conditional ensures that a bad password will be detected even if one of the conditions is inverted by an attack. Figure 2 shows a more interesting example: the developer should have used a bitwise negation \( ~chck2 \) instead of a logical negation \( !chck2 \). If \( chck2 \) is \( secfalse \), its logical negation is in fact \( 0 \) so that the test on line 8 is always false. Hence, if an attacker manages to flip the result of only the test on line 6, they will execute the protected line 9 even if code integrity check fails. This example illustrates an incorrect countermeasure, due to a misuse of \( secbool \) values.

Motivation. Due to their redundant behavior, a correct implementation of countermeasures is difficult to verify, yet crucial to ensure resistance to the considered faults. Various approaches are used to assess the efficiency of countermeasures on a given system. Fault injection based techniques—reproducing potential physical attacks on the target device—allow validation engineers to detect (confirmed) vulnerabilities or get confidence that the system is sufficiently resistant to attacks. Such techniques have the advantage to consider the real-life target system, but remain costly and time-consuming, and cannot guarantee that the system will resist to similar attacks in a slightly different setting (e.g. different signal force, frequency, duration or number of attempts). Another approach consists in searching potential attacks at software level, by simulating a chosen set of possible faults in the code and trying to identify potential attacks using test generation [11] or its combination with static analysis [9], or to prove their absence using formal verification [6, 7]. Even if their results are subject to assumptions (about the considered fault model, fault simulation approach, compiler, etc.), software-level approaches provide a useful complement to physical evaluation: they are cheaper, can be fully automatic and can rigorously consider all potential faults with respect to the chosen fault simulation. Such techniques help to find hybrid software/hardware attacks [1].

This study continues previous efforts [6, 7, 9, 11] in this direction. We consider a simple fault model that allows the attacker to invert any subset of at most \( k \) checks in the code. "Test inversion" is seen as a very useful mode of fault simulation in a recent joint report by the French certification and evaluation authorities [1, Sec. 16.4].

Contributions. This talk presents a source-code-level formal verification technique of correct implementation of redundant-check based countermeasures. Its purpose is to prove that provoking up to \( k \) test inversions in the code should not allow an attacker to reach the protected code. It includes two steps: a dedicated code instrumentation simulating possible faults in critical checks ("test inversions") by mutations; and deductive verification of the resulting code trying to formally prove that the countermeasures effectively prevent attacks. The proposed technique was implemented inside LTTest\(^1\) [2], an open-source testing toolset, and relies on the Frama-C\(^2\) verification platform [8]. We evaluated this technique on a real-life case study: the bootloader module of a secure USB storage device called WooKey\(^3\), implemented by the ANSSI and supposed to be resistant to fault injection attacks. We were able to formally prove the correctness of all redundant-check countermeasures in the module except two, and found an error in one of the remaining ones. This error remained undetected despite the fact that this module was rigorously analyzed by 10 evaluation centers\(^4\) as part of a recent evaluation challenge [1]. It confirms the interest of the proposed dedicated approach. This extended abstract presents the work [10] accepted at SAC-SVT 2022.

\(^1\)https://github.com/LTest-dev/LTest
\(^2\)https://frama-c.com
\(^3\)https://wookey-project.github.io/target.html
\(^4\)ITSEFs (Information Technology Security Evaluation Facility), or CESTIs in French
Acknowledgements. This work was partially supported by ANR project SATOCROSS (grant ANR-18-CE25-0015-01). The authors are grateful to ANSSI researchers for presenting WooKey and useful discussions.
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Vérification des mécanismes de sécurité des navigateurs Web

BENJAMIN FARINIER, TU Wien, Autriche


Contexte. Les navigateurs Web sont considérés comme faisant partie des logiciels les plus complexes utilisés aujourd’hui, et le nombre de composants de la plateforme Web, c’est-à-dire les fonctionnalités du navigateur et les mécanismes de sécurité, augmente constamment. Ceux-ci sont généralement proposés par les fournisseurs de navigateurs sous la forme d’un brouillon (W3C Editor’s draft) et discutés au sein de la communauté. Si un consensus suffisant est atteint, le processus de normalisation doit passer par plusieurs niveaux de maturité avant de devenir une recommandation du W3C.

Alors que la mise en œuvre des nouveaux composants de la plateforme Web est soumise à des tests de conformité approfondis [2], leurs spécifications font l’objet d’un examen manuel par des experts pour identifier les problèmes potentiels : il s’agit d’un processus continu et extrêmement complexe qui doit tenir compte de l’interaction avec les API existantes et devrait, en principe, être révisé chaque fois que de nouveaux composants arrivent sur la plateforme Web. Malheureusement, les revues manuelles ont tendance à négliger les failles logiques, ce qui conduit finalement à des vulnérabilités de sécurité critiques. Par exemple, l’en-tête HttpOnly a été introduit par Internet Explorer 6 [4] comme moyen de protéger la confidentialité des cookies en ne les exposant pas à des scripts. Huit ans après son lancement, il a été découvert [5] que cette propriété pouvait être trivialement violée par tout script accédant aux en-têtes de réponse d’une requête AJAX via la fonction getResponseHeader. Des vulnérabilités de sécurité au niveau des spécifications Web ont également affecté CORS [3], CSP [6] et Trusted Types [1], pour n’en nommer que quelques-uns.

Problème. Cette situation désastreuse découle de plusieurs facteurs concomitants : (1) les composants de la plateforme Web sont spécifiés de manière informelle et, par conséquent, leur analyse, bien que menée par des yeux d’experts, peut facilement ignorer les cas extrêmes ; (2) il n’y a pas de compréhension précise des propriétés de sécurité qui doivent être considérées comme des invariants sur le Web et, par conséquent, être préservées par les mises à jour de la plateforme Web ; (3) les composants de la plateforme Web sont généralement évalués isolément, sans tenir compte de leurs interactions, c’est-à-dire de la nature enchevêtée de la plateforme Web.

Contributions. Dans ce travail, nous préconisons un changement de paradigme, en soumettant les composants de la plateforme Web et leurs interactions à une analyse de sécurité formelle, par opposition à un examen manuel d’experts. En particulier, nous présentons WebSpec, le premier cadre formel pour l’analyse de la sécurité des mécanismes de sécurité des navigateurs qui prenne en charge la détection automatisée des failles logiques ainsi que les preuves de sécurité vérifiées par machine. WebSpec comprend :

- un modèle de navigateur formel en Coq, qui formalise un ensemble de composants de base de plateforme Web, comprenant à la fois des composants bien établis (cookies, SOP, CORS, etc.) et d’autres récemment introduits (par exemple, CSP3 et Trusted Types) ;
- la définition formelle des dix invariants attendus sur le Web (par exemple, l’intégrité des _host-cookies et le fait qu’une page protégée par CSP ne peut être lue ou modifiée que par les scripts autorisés par la politique) ;
- un compilateur, qui traduit le modèle du navigateur et les invariants en formules SMT afin de permettre la vérification automatique de ces invariants sur le modèle par le solveur Z3. En cas de violation, WebSpec reconstruit la séquence minimale d’actions qui y ont conduit, affichant visuellement l’attaque correspondante.

Nous démontrons l’efficacité de WebSpec par :

- la découverte d’une nouvelle attaque sur les cookies causée par l’interaction avec les anciennes API et d’une nouvelle incohérence entre le CSP et une modification prévue de la norme HTML ;
- la redécouverte de trois failles logiques signalées précédemment dans la plateforme Web actuelle ;
- l’ajustement du modèle pour refléter les états passés de la plateforme Web afin d’identifier cinq attaques précédemment publiées, dans le but de montrer qu’une analyse de sécurité automatisée aurait permis d’éviter ces vulnérabilités ;
- la réalisation de quatre preuves dans le modèle Coq, montrant la justesse de nos modifications proposées pour corriger les vulnérabilités qui affectent actuellement la plateforme Web, y compris une nouvelle technique contre un contournement des Trusted Types.
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